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SUMMARY

This article introduces a new algorithm for evaluating enrichment functions in the higher-order hierarchical interface-enriched finite element method (HIFEM), which enables the fully mesh-independent simulation of multiphase problems with intricate morphologies. The proposed hierarchical enrichment technique can accurately capture gradient discontinuities along materials interfaces that are in close proximity, in contact, and even intersecting with one another using nonconforming finite element meshes for discretizing the problem. We study different approaches for creating higher-order HIFEM enrichments corresponding to six-node triangular elements and analyze the advantages and shortcomings of each approach. The preferred method, which yields the lowest computational cost and highest accuracy, relies on a special mapping between the local and global coordinate systems for evaluating enrichment functions. A comprehensive convergence study is presented to show that this method yields similar convergence rate and precision as those of the standard FEM with conforming meshes. Finally, we demonstrate the application of the higher-order HIFEM for simulating the thermal and deformation responses of several materials systems and engineering problems with complex geometries. Copyright © 2015 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Regardless of the underlying physics, a key challenge in performing standard FEM simulations is to construct an appropriate discretized model for problems with complex morphologies [1]. This process involves modeling the problem geometry via computer-aided design drawings or importing that from imaging data such as computed tomography, followed by the construction of an appropriate conforming finite element (FE) mesh. The quality of this conforming FE mesh, that is, its refinement level and aspect ratio of elements, has a crucial impact on the accuracy and stability of the FEM approximation [2–5]. Even with the aid of state-of-the-art commercial software packages, creating such conforming meshes can be a laborious and challenging task for problems with intricate microstructures such as composites and heterogeneous materials systems. The complexity of this process increases even further when dealing with problems with evolving morphologies such as transient phenomena and design optimization studies, which require the automated regeneration of FE meshes or their adaptive refinement throughout the simulation [6–8].

To address these challenges in implementing the standard FEM for simulating problems with complex geometries, a broad spectrum of research has been directed towards developing alterna-
tive numerical techniques such as BEM [9–11], meshfree methods [12–15], and mesh-independent FEMs [16–18]. The extended/generalized FEM [19, 20], one of the most popular methods in the latter category, has successfully been applied to a variety of engineering problems with strong and weak discontinuities, that is, problems with discontinuities in the solution and gradient fields, respectively [21, 22]. The interface-enriched generalized FEM (IGFEM) [23] is another mesh-independent technique that implements enriched DOFs along materials interfaces to simulate the discontinuous phenomena. Applications of this method to the modeling and computational design of various engineering problems are presented in [24–27]. However, a major limitation of the IGFEM is the inability to automatically enrich nonconforming elements cut by multiple materials interfaces, which can frequently occur in modeling multiphase problems with interfaces that are in close proximity or contact (e.g., heterogeneous materials and composites).

Recently, Soghrati has introduced the hierarchical interface-enriched FEM (HIFEM) [28], which completely obviates the shortcomings of the IGFEM for modeling multiphase problems with complex geometries. This fully mesh-independent technique yields a similar level of accuracy and convergence rate as the standard FEM, while providing a general and yet easy-to-implement algorithm for evaluating appropriate enrichment functions in elements cut by any number and configuration of materials interfaces. However, the work presented in [28] only addresses the construction of HIFEM enrichments and their performance for problems discretized using three-node triangular FE meshes. Because these linear elements yield a poor performance for simulating the stress field in structural problems (due to deficiencies such as shear locking [29]), the use of higher-order elements is often the preferred choice for modeling such problems. In this work, we study different approaches for the construction of HIFEM enrichment functions associated with six-node triangular Lagrangian elements and present a convergence study to shed light on the performance of higher-order elements in HIFEM. It must be noted that although the current manuscript is focused on the implementation of quadratic elements in HIFEM, the proposed algorithm can easily be expanded to other types of higher-order Lagrangian elements.

The remainder of this article is structured as follows. Section 2 presents the weak forms of the conductive heat transfer and linear elasticity problems, together with a brief overview of the HIFEM formulation for three-node triangular elements. In Section 3, we present the higher-order HIFEM algorithm and discuss different approaches for constructing hierarchical enrichments in this method, which is followed by a convergence study in Section 4. Section 5 demonstrates the application of the higher-order HIFEM for simulating the thermal and deformation responses of three example problems with intricate geometries.

2. PROBLEM FORMULATION

2.1. Governing equations

Consider an open domain \( \Omega \subset \mathbb{R}^2 \) with closure \( \bar{\Omega} \) composed of \( m \) different material phases corresponding to non-overlapping partitions \( \bar{\Omega} = \bar{\Omega}_1 \cup \bar{\Omega}_2 \ldots \cup \bar{\Omega}_m \). The domain boundary \( \partial \Omega = \Omega \setminus \bar{\Omega} = \Gamma_D \cup \Gamma_N \) with outward unit normal vector \( \mathbf{n} \) is divided into two distinct regions \( (\Gamma_D \cap \Gamma_N = \emptyset) \) corresponding to Dirichlet and Neumann boundary conditions, respectively. Decomposing the temperature field \( u : \bar{\Omega} \rightarrow \mathbb{R} \) into \( u = u_0 + u_d \), where \( u_d : \bar{\Omega} \rightarrow \mathbb{R} \) such that \( u_d|_{\Gamma_D} = \bar{u} \) (\( \bar{u} : \Gamma_D \rightarrow \mathbb{R} \)), is the prescribed temperature on \( \Gamma_D \); the weak form of the conductive heat transfer equation in \( \Omega \) can be written as follows: Find \( u_0 = \cup_{i=1}^m u_{0i} \in \mathcal{V} := \{ u_{0i} : \bar{\Omega}_i \rightarrow \mathbb{R}, u_{0i}|_{\Gamma_D} = 0 \} \) such that

\[
\sum_{i=1}^m \int_{\bar{\Omega}_i} \nabla (u_0 + u_d) \cdot \kappa_i \nabla v \, d\Omega + \int_{\Omega} vQ \, d\Omega + \int_{\Gamma_q} vq \, d\Gamma = 0 \quad \forall v \in \mathcal{V},
\]

where \( \kappa_i : \bar{\Omega}_i \rightarrow \mathbb{R}^2 \times \mathbb{R}^2 \) is the thermal conductivity tensor associated with the \( i \)-th material phase, \( Q : \Omega \rightarrow \mathbb{R} \) is the heat source, and \( q : \Gamma_N \rightarrow \mathbb{R} \) is the applied heat flux. The temperature and heat
flux continuity conditions along the interface between two adjacent subdomains $\Omega_i$ and $\Omega_j$ with outward normal vectors $\mathbf{n}_i$ and $\mathbf{n}_j$, respectively, are written as

$$
\begin{align*}
|u|_{\Omega_i} - |u|_{\Omega_j} &= 0 & \text{on } \Omega_i \cap \Omega_j, \\
\kappa_i \nabla u \cdot \mathbf{n}_i + \kappa_j \nabla u \cdot \mathbf{n}_j &= 0 & \text{on } \Omega_i \cap \Omega_j.
\end{align*}
$$

(2)

Similarly, assuming $\mathbf{u} = \mathbf{u}_0 + \mathbf{u}_d$ as the deformation response of a continuum such that $\mathbf{u}_d : \tilde{\Omega} \rightarrow \mathbb{R}^2$ and $\mathbf{u}_d|_{\Gamma_D} = \tilde{\mathbf{u}}$ ($\tilde{\mathbf{u}} : \Gamma_D \rightarrow \mathbb{R}^2$ is the prescribed displacement), the weak form of the linear elasticity problem can be expressed as follows: Find $\mathbf{u}_0 \in \mathcal{V} := \{ \mathbf{u}_0 : \tilde{\Omega} \rightarrow \mathbb{R}^2, \mathbf{u}_0|_{\Gamma_D} = 0 \}$ such that

$$
\sum_{i=1}^m \int_{\Omega_i} \mathbf{L}(\mathbf{u}_0 + \mathbf{u}_d) \cdot \mathbf{C}_i \mathbf{L}^T \mathbf{w} \, d\Omega + \int_{\Omega} \mathbf{b} \cdot \mathbf{w} \, d\Omega + \int_{\Gamma_N} \mathbf{t} \cdot \mathbf{w} \, d\Gamma = 0 \quad \forall \mathbf{w} \in \mathcal{W},
$$

(3)

where $\mathbf{C}_i$ denotes the fourth-order elasticity tensor associated with the $i$-th material phase, $\mathbf{b} : \Omega \rightarrow \mathbb{R}^2$ is the body force, and $\mathbf{t} : \Gamma_N \rightarrow \mathbb{R}^2$ is the applied traction vector. The differential operator $\mathbf{L}$ is given by

$$
\mathbf{L} = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & \frac{\partial}{\partial y} \\
0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial y}
\end{bmatrix}.
$$

(4)

The continuity of displacement and tractions along the interface between $\tilde{\Omega}_i$ and $\tilde{\Omega}_j$ is written as

$$
\mathbf{u}|_{\tilde{\Gamma}_i} - \mathbf{u}|_{\tilde{\Gamma}_j} = 0 \quad \text{on } \tilde{\Omega}_i \cap \tilde{\Omega}_j, \\
\mathbf{C}_i \mathbf{L}^T \mathbf{u}^T \cdot \mathbf{n}_i - \mathbf{C}_j \mathbf{L}^T \mathbf{u}^T \cdot \mathbf{n}_j = 0 \quad \text{on } \tilde{\Omega}_i \cap \tilde{\Omega}_j.
$$

(5)

Assuming $E_i : \Omega_i \rightarrow \mathbb{R}$ as the elastic modulus and $v_i : \Omega_i \rightarrow \mathbb{R}$ as the Poisson ratio of each material phase, $\mathbf{C}_i$ for a plane stress elasticity problem is given by

$$
\mathbf{C}_i = \frac{E_i}{1 - v_i^2} \begin{bmatrix}
1 & v_i & 0 \\
v_i & 1 & 0 \\
0 & 0 & \frac{1-v_i}{2}
\end{bmatrix}.
$$

(6)

Finally, the Galerkin approximations $u_h$ of (1) and $\mathbf{u}_h$ of (3) are evaluated by replacing $\mathcal{V}$ and $\mathcal{W}$ with appropriate finite dimensional spaces $\mathcal{V}^h \subset \mathcal{V}$ and $\mathcal{W}^h \subset \mathcal{W}$, respectively (e.g., the space of Lagrangian shape functions).

### 2.2. Hierarchical interface-enriched finite element method formulation

In this section, we provide a brief overview of the HIFEM algorithm for approximating (1) using linear triangular elements, as originally presented in [28]. Expanding this formulation to (3) is straightforward and thus has not been discussed in this section. Discretizing the domain $\Omega \cong \Omega^h$ using a nonconforming (non-matching) mesh, the HIFEM approximation $u^h$ of (1) is given by

$$
u^h = \sum_{i=1}^n N_i^p u_i + \sum_{j=1}^{n_{en}} \psi_j^{(h)} \alpha_j^{(h)},
$$

(7)

where the first term corresponds to the standard FEM approximation and the second term is the contribution of enrichment functions to capture gradient discontinuities. In (7), $u_i$ is the value of the temperature at the $i$-th node of the nonconforming element, $\alpha_j^{(h)}$ is the generalized DOF associated with the $j$-th interface node created at the intersection point of the $h$-th materials interface with element edges, and $\{N_i^p\}_{i=1}^n$ and $\{\psi_j^{(h)}\}_{j=1}^{n_{en}}$ are sets of $n$ Lagrangian shape functions and
Figure 1. Schematic process of constructing children elements and hierarchical interface-enriched FEM hierarchical enrichments in a nonconforming three-node triangular element cut by two materials interfaces: (a) Root element cut by two materials interfaces; (b,c) children elements and interface nodes created at the first and second levels of hierarchy, respectively; (d,e) enrichment functions associated with the first and second levels of hierarchy, respectively; and (f) combined enrichment function.

Assuming \( n_{en} \) hierarchical enrichment functions, respectively. Also, \( s_j^{(h)} \) is a scaling factor that ensures the construction of a well-conditioned stiffness matrix. The algorithm used for evaluating this scaling factor is similar to that presented in [30]. This reference also provides a detailed discussion on the impact of the scaling factor on the condition number of the stiffness matrix.

Figure 1 schematically shows the process of creating HIFEM enrichments in a nonconforming three-node triangular element to capture weak discontinuities along two materials interfaces that intersect with the element edges. To evaluate the enrichment function \( \psi_j \), the first step is to hierarchically discretize the nonconforming (parent) element into smaller integration (children) sub-elements that conform to each materials interface. In this approach, children elements created because of the intersection between the first interface and the element edges are labeled as the first level of hierarchy, which serve as parent elements for creating children elements associated with the second materials interface. This hierarchical discretization scheme is continued until all interfaces that cut the original parent element (root element) are visited. Note that the sequence of visiting materials interfaces for constructing children elements in this recursive algorithm does not affect the accuracy of HIFEM.

Assuming \( n_{hl} \) as the number of hierarchical levels (i.e., the number of materials interfaces within the root element), the total enrichment function is computed as

\[
\psi_{total} = \sum_{h=1}^{n_{hl}} \sum_{j=1}^{n_{in}^{(h)}} \sum_{k=1}^{n_{c}^{(h)}} N_r^k \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_j \psi^h_
basis functions in such elements must be modified to take into account the effect of midpoints of the parent element. Note that three-node triangular elements should not be used as children elements for evaluating enrichments in higher-order FE meshes, as they fail a simple patch test of reconstructing a linear field with gradient discontinuities. This is because some polynomial terms of higher-order Lagrangian shape functions of the root element (e.g., the terms $x^2$ and $y^2$ in a quadratic shape function) cannot be eliminated by similar terms using linear enrichments; consequently, the approximate solution cannot simulate a linear field. Thus, one must implement higher-order elements as children elements to compute appropriate hierarchical enrichments in problems discretized with six-node triangular elements.

Figure 2 illustrates two different schemes for constructing six-node children elements in a nonconforming element cut by a single materials interface. In the first approach (Figure 2(a)), non-corner nodes 4 and 6 of the parent element are not incorporated in constructing children elements. Instead, two new enriched nodes (shown as red rectangles) are created at midpoints of children element edges, which leads to a total number of eight enriched nodes. While this approach can theoretically pass the patch test and is easy to implement, detaching nodes 4 and 6 from children elements and creating two additional enriched nodes lead to a higher number of DOFs and thus reduced computational efficacy. However, the main disadvantage that completely hinders the implementation of this approach is the formation of a singular stiffness matrix due to redundant enriched DOFs, which cause linear dependency with those of the parent element.

The formation of a singular stiffness matrix can be avoided by implementing midpoints of the parent element in constructing children elements, as shown in Figure 2(b). However, because such nodes are no longer located in the middle of the child element edges, even for parent elements with straight edges and in the presence of straight materials interfaces, this approach yields distorted children elements with non-constant Jacobian determinants when using a standard isoparametric formulation. Because the HIFEM allows interfaces to cut the parent element edges at arbitrary locations, the element distortion can be severe when the intersection point is close to one of the nodes of the parent element. This can result in a considerably higher computational cost because: (1) more integration points are needed to perform accurate quadrature in distorted elements [31]; and (2) due to the non-constant Jacobian determinant of distorted children elements, a nonlinear problem must be solved iteratively at each quadrature point to evaluate the local coordinates of its corresponding point in the parent element [28]. In addition to imposing higher computational cost, this can also deteriorate the HIFEM accuracy if an inadequate number of Gauss points are used for numerical integration.

To eliminate the difficulties associated with the formation of distorted children elements in the higher-order HIFEM, we propose a new approach for evaluating the enrichment functions of such elements. In this approach, which is schematically shown in Figure 3, we implement a special mapping for creating the reference element associated with a distorted child element. This mapping maintains a constant value for the ratio of distance between non-corner and corner nodes on each edge of the child element to the length of that edge in both the local and global coordinate systems. For example, in Figure 3, this mapping must satisfy the relation $\lambda_2 = \frac{L}{L}$ in both coordinate systems. The enrichment functions associated with this special mapping are not only functions of
The proposed mapping yields distorted children elements with constant Jacobian determinants for problems with straight materials interfaces. Otherwise, the distortion of children elements will be minimal and only due to the curvature of the materials interface rather than inappropriate locations of their midpoints. It must be noted that the parametric shape functions given in (9) can also be computed for each element in the global coordinate system. However, this pre-computed parametric representation facilitates the numerical quadrature and can be easily incorporated in the HIFEM implementation to reduce the computational cost associated with constructing enrichment functions.

Using a similar recursive algorithm as that described in Section 2.2, one can hierarchically create higher-order children elements and use the mapping scheme described earlier to evaluate HIFEM enrichments using (9) at each level of hierarchy. Figure 4 schematically illustrates this process for a nonconforming six-node element cut by two materials interfaces.

4. CONVERGENCE STUDY

In this section, we study the convergence rate of the second-order HIFEM for simulating two multiphase problems (one thermal and one structural) with straight and curved materials interfaces, respectively. All simulations are conducted using nonconforming structured (background) meshes.
composed of six-node triangular elements for discretizing the bounding box of the domain. To shed light on the accuracy and convergence rate of this method, we examine the variations of the $L_2$ and $H^1$ norms of the error defined as

$$
E_{L_2}(\Omega) = \sqrt{\int_{\Omega} \| u - u^h \|^2 \, d\Omega},
$$

$$
E_{H^1}(\Omega) = \sqrt{\int_{\Omega} \left( \| u - u^h \|^2 + \| \nabla u - \nabla u^h \|^2 \right) \, d\Omega}.
$$

**4.1. Thermal problem with straight materials interfaces**

In this first example problem, we investigate the performance of six-node triangular elements for the HIFEM simulation of the conductive heat transfer in an adhesive bonded joint, as shown in Figure 5(a). Thermal conductivities of steel adherends and the adhesive layer are $\kappa_{st} = 50.0 \text{ W/(m K)}$ and $\kappa_{ad} = 1.00 \text{ W/(m K)}$, respectively. Boundary conditions of the domain consists of prescribed temperatures $\bar{u} = 0 \degree C$ and $\bar{u} = 100 \degree C$ along the bottom and top edges, respectively, while the side edges are insulated. A linearly varying heat source of $Q_{st} = 120\gamma \text{ W/m}^2$ is also applied to the adherends ($Q_{ad} = 0 \text{ W/m}^2$). The analytical solution for the temperature field is given by

$$
T = -0.4y^3 + 43.83y \quad 0 \text{ cm} \leq y \leq 5.2 \text{ cm}
$$

$$
T = 568.9y - 2786.7 \quad 5.2 \text{ cm} \leq y \leq 5.3 \text{ cm}
$$

$$
T = -0.4y^3 + 45.09y + 49.14 \quad 5.3 \text{ cm} \leq y \leq 10 \text{ cm}.
$$

The HIFEM approximation of the temperature field using a $16 \times 8$ structured mesh for discretizing the domain is depicted in Figure 5(b). This figure also illustrates the temperature profile in the $y$ direction, which clearly demonstrates the ability of the second-order HIFEM to capture gradient discontinuities along both materials interfaces.

Variations of the $L_2$ and $H^1$ norms of the error associated with the second-order HIFEM approximation of the temperature field versus the element size ($h$) are presented in Figure 6. Four nonconforming structured meshes with resolutions $8 \times 4$, $16 \times 8$, $32 \times 16$, and $64 \times 32$ are used to discretize the domain. Given the location of the adhesive layer in this problem (Figure 5(a)), the middle row of elements in all meshes is cut by both the upper and lower adhesive–adherend interfaces. As shown in Figure 6, the HIFEM yields similar rates of convergence to those of the second-order standard FEM with conforming meshes in both norms of the error (optimal convergence rates for $E_{L_2}(\Omega)$ and $E_{H^1}(\Omega)$ are 3 and 2, respectively).

Copyright © 2015 John Wiley & Sons, Ltd.
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Figure 6. First convergence study problem: variations of the $L_2$ and $H^1$ norms of the error versus the element size ($h$) for the second-order hierarchical interface-enriched FEM approximation of the temperature field in the domain shown in Figure 5(a). The triangles depicted in this figure correspond to optimal convergence rates of the second-order standard FEM. The hierarchical interface-enriched FEM convergence rates shown on the top of each triangle are computed based on the last two data points.

Figure 7. Second convergence study problem: (a) domain geometry, materials properties, and boundary conditions; (b,c) second-order hierarchical interface-enriched FEM approximations of the stress field in $x$ and $y$ directions using an $80 \times 80$ structured finite element mesh for discretizing the domain.

4.2. Structural problem with curved materials interfaces

In this example, we compare the accuracy and convergence rates of the second-order HIFEM with those of the standard FEM for simulating the deformation response of the plane stress problem shown in Figure 7(a). The $100 \mu m \times 100 \mu m$ domain consists of an aluminum matrix ($E_{al} = 70$ GPa, $\nu_{al} = 0.334$) with embedded iron ($E_{fe} = 200$ GPa, $\nu_{fe} = 0.17$) and silicon ($E_{si} = 160$ GPa, $\nu_{si} = 0.28$) circular inclusions. A compressive uniform load of $f = 50$ kN/m is applied along the top edge of the domain, while its bottom edge is constrained against horizontal and vertical displacements. Figure 7(b) and (c) illustrate the second-order HIFEM approximations of the normal stress fields in the $x$ and $y$ directions, respectively, using an $80 \times 80$ structured mesh of six-node triangular elements for modeling the problem. As shown in the inset of Figure 7(a), because of the close proximity of embedded inclusions and regardless of the level of mesh refinement, several nonconforming elements are cut by two materials interfaces in the discretized model.

Variations of the $L_2$ and $H^1$ norms of the error versus $h$ for the second-order HIFEM and standard FEM approximations of the deformation response of this problem are depicted in Figure 8. Five structured FE meshes with resolutions $10 \times 10$, $20 \times 20$, $40 \times 40$, $80 \times 80$, and $160 \times 160$ are used to discretize the domain for performing HIFEM simulations. Conforming FE meshes with...
similar levels of refinement are used in the standard FEM analyses, although creating more refined elements in the vicinity of the inclusions that are in close proximity is inevitable. Because no analytical solution exists for this problem, a second-order standard FEM approximation using a highly refined conforming mesh with \( \max(h) \approx 0.12 \mu m \) (688,731 elements) is adopted as the reference solution for computing errors. As shown in Figure 8, the HIFEM maintains a similar precision and convergence rate as those of the standard FEM in both norms of the error, while allowing the use of simple structured meshes for discretizing the domain.

5. APPLICATION PROBLEMS

In this section, we demonstrate the application of the second-order HIFEM for simulating the thermal and deformation responses of three engineering problems with complex morphologies. All simulations are conducted using nonconforming structured background meshes composed of six-node triangular elements.

5.1. Porous media: thermal and mechanical responses

In this example problem, we implement the HIFEM to evaluate the thermal response and the stress field in two domains of a porous titanium foam, as shown in Figures 9(a) and 10(a), respectively. The titanium has a thermal conductivity \( \kappa_{ti} = 21.9 \text{ W/(m K)} \), an elastic modulus \( E_{ti} = 110 \text{ GPa} \), and a Poisson ratio \( \nu_{ti} = 0.33 \). To construct HIFEM models of this porous microstructure, circular-shaped pores are hierarchically added to the \( 100 \times 100 \) background structured FE mesh at arbitrary locations, resulting in pores that are located in close proximity and even overlapping with one another, as depicted in the insets of Figure 10(a).

Boundary conditions of the thermal problem consist of a fixed temperature \( \bar{u} = 100 \degree C \) along the side edges, a constant heat flux \( \bar{q} = 170 \text{ W/m}^2 \) along the bottom edge, and a convective boundary along the top edge with the heat transfer coefficient \( h = 20 \text{ W/(m}^2 \text{ K)} \) and the ambient temperature \( u_\infty = 21 \degree C \) (Figure 9(a)). The HIFEM approximation of the temperature field in the porous titanium domain is illustrated in Figure 9(b). Note that the HIFEM can easily handle Dirichlet boundary conditions along the side edges of the domain [23].

In the plane stress problem defined on the porous titanium domain shown in Figure 10(a), both horizontal and vertical displacements are constrained along the bottom edge, while a uniform normal traction of \( f = 3.5 \text{ kN/m} \) is applied along the side edges. The HIFEM approximations of the deformation response, together with the normal stress in the \( x \) direction and shear stress fields, are
5.2. Pitting corrosion induced stress concentrations

Pitting corrosion is a major concern in high-strength alloys such as stainless steel, which initiates and propagates because of the localized attack of aggressive anions (e.g., chloride) on the material surface [32, 33]. Corrosion pits induce stress concentrations and thus serve as sites of crack
nucleation, which can considerably accelerate the mechanical failure and reduce the fatigue life of structures prone to pitting corrosion [34] (e.g., aircrafts, bridges, and pipelines). Due to the complex evolving morphology of pits, creating conforming FE meshes to simulate the mechanical behavior of the corroded material via the standard FEM can be a challenging task. In contrast, the fully mesh-independent feature of the HIFEM provides an appropriate computational technique for the treatment of this problem.

In this example, we demonstrate the application of the higher-order HIFEM for evaluating the stress field in a $20 \times 5$ cm axially loaded steel beam ($E_{st} = 200$ GPa, $\nu_{st} = 0.36$) subjected to pitting corrosion, as shown in Figure 11(a). Simulated stress fields in the corroded beam are illustrated in Figure 11(b) and (c), where a $360 \times 90$ structured FE mesh is employed to discretize the bounding box of the domain. As shown in the insets of this figure, the HIFEM easily captures stress concentrations in the vicinity of pits intersecting with one another.

5.3. Heterogeneous material mechanical behavior

In this final example problem, the HIFEM is employed to simulate the mechanical behavior of a $4.5 \times 4.5 \mu m$ random fiber composite domain (Figure 12(a)) with a copper matrix ($E_m = 85$ GPa, $\nu_m = 0.3$) and carbon fibers ($E_f = 300$ GPa, $\nu_f = 0.3$). The left edge of this heterogeneous domain is constrained against horizontal and vertical displacements, while a uniform distributed load of $f = 30$ N/m is applied along its right edge. Figure 12(b) illustrates the HIFEM approximation of the normal stress field in the $x$ direction using a $100 \times 100$ structured FE mesh. Note that, despite the intricate heterostructure of this composite material, the HIFEM is able to simulate stress concentrations along the interfaces between embedded fibers and the matrix.
Figure 12. Third application problem: (a) microstructure and boundary conditions of a 4.5 μm × 4.5 μm domain of a fiber-reinforced composite with copper matrix and carbon fibers and (b) hierarchical interface-enriched FEM approximation of the normal stress field in the x direction using a 100 × 100 structured finite element mesh for discretizing the domain.

6. CONCLUSION

A new algorithm was introduced for constructing enrichment functions of higher-order Lagrangian elements in the HIFEM. While the focus of this article was on the HIFEM approximation of problems discretized using six-node triangular elements, the proposed approach is general and can be applied to other types of higher-order elements. This recursive algorithm relies on the hierarchical construction of distorted integration (children) elements in nonconforming (parent) elements cut by multiple materials interfaces. The resulting children elements share some of the midpoints of the parent element, which can lead to distortion in such elements. A special mapping was also introduced for evaluating basis functions in distorted children elements, which maintains a constant Jacobian determinant (if element edges are straight) and thus reduces the computational cost and improves the accuracy of the higher-order HIFEM. A convergence study was presented to show that the second-order HIFEM yields a similar precision and convergence rate as those of the standard FEM with conforming FE meshes. We then implemented this method to perform mesh-independent simulations of the thermal response and mechanical behavior of a porous titanium, a beam subjected to pitting corrosion, and a heterogeneous random fiber composite.
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